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Overview 

1.  What is Page Segmentation? 
2.  Neural Network Architectures for Page Segmentation 

a.  (How to build your own Neural Network for a Document 
Pixel Labeling task) 

3.  Handling overlapping content in document images 
4.  A natural extension to OCR 
5.  Challenges and Frontiers 



Page Segmentation 

ICDAR 2009 
http://www.cse.salford.ac.uk/prima/ICDAR2009_pscomp/ 

ICDAR 2011 
http://www.primaresearch.org/ICDAR2011_competition/ 

3 ICDAR 2015 
http://www.primaresearch.org/RDCL2015/ 



Page Segmentation 
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Superpixel & Pixel Labeling 

5 
Maroua Mehri, Pierre Héroux, Petra Gomez-Krämer, and Rémy Mullot. 2017. Texture feature 
benchmarking and evaluation for historical document image analysis. Int. J. Doc. Anal. 
Recognit. 20, 1 (March 2017), 1-35. DOI: https://doi.org/10.1007/s10032-016-0278-y 

Maroua Mehri, Pierre Héroux, Rémy Mullot, Jean-Philippe Moreux, Bertrand Coüasnon, and Bill Barrett. 2017. Historical Book 
Analysis Competition. Organization website. http://icdar2017hba.litislab.eu/index.php/dataset/. Accessed 9 Oct 2017. 



1919 Ohio Death Record 6	

Pixels in the Wild 
1 billion images @ 12 MP each =  
12x1016 pixels (12 Petapixels) 
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Ground-Truthing 
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Architectures 

By Lorie Shaull (Own work) [CC BY-SA 4.0 (https://creativecommons.org/licenses/by-sa/4.0)], via Wikimedia Commons 



Convolutional Neural Networks for Page Segmentation of 
Historical Document Images 

 Kai Chen, Mathias Seuret (Apr 2017) 
~68,000 parameters 



Winners of the ICDAR2017 Competition on Layout 
Analysis for Challenging Medieval Manuscripts 

 
 

~138 Million parameters! 

Based on VGG-16 

Upsampling and Feature Concatenation for Context →   



Which way to go? 

138M vs 68K: 
2000x difference in # of parameters 



We’re caught in a net 

DenseNets       
https://arxiv.org/abs/1608.06993 

ResNets       
https://arxiv.org/abs/1611.08323 

SqueezeNets      
https://arxiv.org/abs/1711.05491 

ShuffleNets 

InceptionNets 

XceptionNets 
 
U-Nets 



Densely Connected Convolutional Networks 

https://arxiv.org/abs/1608.06993 

Layers: Params 
56: 1.5M,  
67: 3.5M,  
103: 10M 
 

https://arxiv.org/abs/1611.09326 

 

The One Hundred 
Layers Tiramisu: 
Fully Convolutional 
DenseNets for 
Semantic 
Segmentation 

10x Reduction! 



Historical Book Analysis Competition 

Two competitors, 

One neural and one not. 

Neural method outperformed 

Non-neural by  

4.79% Weighted F-Measure 

11 Books, 

61-98% WFM per book 

https://dl.acm.org/citation.cfm?id=3151528 

 



Mul&-Scale	network	architecture	

Document Image Binarization with Fully Convolutional Neural Networks 

Chris Tensmeyer, Tony Martinez 
h4ps://arxiv.org/abs/1708.03276	
	



1919 Ohio Death Record 

Back to Form Images 



Convolu&onal	Neural	Network	Architecture	

# convolutional filters per layer 

H 

W C 

Outperforms more complex architectures tested 

19	

           8 layers: 4 down, 4 up 
 

    3x3 convolutions, 5x5 transpose convolutions 

MSE loss 

Trained on randomly scaled and rotated crops 

Class-balancing quota in training batches 

No softmax on outputs! 



Convolu&onal	Neural	Network	Architecture	
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16 

32 

64 256 128 

64 
32 

~0.314 Million 
parameters 



Convolu&onal	Neural	Network	Architecture	

H 

W C 
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●  Why does the simpler network perform better? 

●  I don’t know, but 

●  Shallower network & smaller kernels -> More texture-based 

●  Deeper network & larger kernels -> More layout-based 

●  Smaller architecture -> Fewer parameters -> Less ability to overfit 

Performed better than or on par 
with multi-scale variants tried 



Architecture Takeaways 

1.  Think about the target variables: Do I want Long-term context (logical 
layout) or local/textural analysis (graphical layout)? 
a.  Smaller context can be better for textural, and larger context may 

be needed for logical, high-level labelings. 
2.  Document images are very high resolution. Prepare for high 

throughput. 
3.  Loss function matters -- you get what you optimize for 
4.  Training balancing: Include more of what you are worse at, within 

reason 
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Masking	Content	Channels	
Input	*	Mask	+	(255	*	1-Mask)	=	Masked	Image	
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Results	
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Single Training Image 
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Same Writers 
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Different	Writers 

28	



29 1905 Ohio Birth Certificate 

Different Form Types 



30 
1900 U.S. Census 

Different Form Types 



Handwri&ng	Channel	
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Machine	Print	Channel	
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Solid	Lines	Channel	
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Do4ed	Lines	Channel	
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Stamp/Decora&on	Channel	
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Open Problems 



https://alexgkendall.com/computer_vision/have_we_forgotten_about_geometry_in_computer_vision/ 
 



Dense Layers 
https://www.google.com/search?safe=active&biw=1366&bih=633&tbm=isch&sa=1&ei=V2WMWovJF-PX0gKZ1azIAQ&q=dense+cake+recipe+site
%3Awikimedia.org&oq=dense+cake+recipe+site%3Awikimedia.org&gs_l=psy-ab.3...9304.12238.0.12375.19.16.0.0.0.0.223.1716.3j7j2.12.0....0...1c.
1.64.psy-ab..7.1.125...0i30k1j0i8i30k1j0i24k1.0.v5TK6hZEBi4 

 

https://www.google.com/imgres?imgurl=https%3A%2F%2Fupload.wikimedia.org%2Fwikipedia%2Fcommons%2F3%2F3f%2FDobos_cake_
%2528Gerbeaud_Confectionery_Budapest_Hungary%2529.jpg&imgrefurl=https%3A%2F%2Fcommons.wikimedia.org%2Fwiki%2FFile
%3ADobos_cake_(Gerbeaud_Confectionery_Budapest_Hungary).jpg&docid=HkdgsiVJfgckuM&tbnid=0QWLllor-2j60M
%3A&vet=10ahUKEwjR54HyirXZAhXKqVQKHW5RAhYQMwiPAigIMAg..i&w=1280&h=853&safe=active&bih=633&biw=1366&q=layer%20cake
%20site%3Awikimedia.org&ved=0ahUKEwjR54HyirXZAhXKqVQKHW5RAhYQMwiPAigIMAg&iact=mrc&uact=8 

 

 



Where to Go from Here 

Marriage of Computer Vision and Deep Learning 

Resource-Efficient Processing (ms/image) 

 



Document Image Page Segmentation 
and Character Recognition  
as Semantic Segmentation 

Seth Stewart and Bill Barrett 
Brigham Young University 
stewart.seth.a@gmail.com 
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Chen and Seuret CNN for Page Segmentation 
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Single-Layer Convolutional Neural 
Network for page segmentation by 
Chen and Seuret 
 

Single convolutional layer with 
only 4 feature maps performs 
as well as more layers/maps 

Performs ~99% as well with 
only 2 training images as 
with many more 

 K. Chen and M. Seuret. 2017. Convolutional Neural Networks for Page 
Segmentation of Historical Document Images. ArXiv e-prints (April 2017). 
arXiv:cs.CV/1704.01474 
 
 



Seman&c	Segmenta&on		
	Pixel-wise labeling of images 

M. Everingham, L. Van Gool, C. K. 
Williams, J. Winn, and A. Zisserman. The 
pascal visual object classes (voc) 
challenge. IJCV, 88(2):303–338, 2010 



Semantic Segmentation  
Convolutional Neural Network Architectures 

Downsampling-upsampling Network 
[Noh, et al. 2015] 

Fully Convolutional Network 
[Long and Shelhamer, 2014] 

●  Learned upsampling allows for denser predictions  
given modest additional computation 

H.	Noh,	S.	Hong,	and	B.	Han,	“Learning	deconvolu&on	network	for	seman&c	
segmenta&on,”	in	The	IEEE	Interna&onal	Conference	on	Computer	Vision	(ICCV),	
December	2015	

Fully	Convolu&onal	Models	for	Seman&c	Segmenta&on.	Evan	Shelhamer,	

Jonathan	Long,	Trevor	Darrell.	PAMI	2016.	arXiv:1605.06211	

	



The Problem 
Many documents have 
heterogeneous content	

1919 Ohio Death Record 44	

- handwriting 

consisting of 

- machine print 
- solid lines 

- dashed lines 

- stamps 

that are  
- interleaved 

and frequently 

- overlap  



Handling Class Overlap 
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Handling	Class	Overlap	

OCR Result: (Grooo•) 

OCR Result: (Gro 

OCR Result: (Groom) 
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No semantic pixel awareness 

Overlap Aware (multiple Affiliation) 

Handwriting Removed 



We use a 
Convolutional 
Neural Network to 
Semantically label 
each document 
component at the 
pixel level 
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To OCR → 
 

...allowing each 
component to be 
peeled off into a 
separate layer and 
processed 
selectively 
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To → 
Handwriting 
Recognition 

 Handwriting/
Machine 
Print pairing 

Lines for 
Improved 
Zoning 



Methods 
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Overview 
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2.  Neural Network Architectures for Page Segmentation 

a.  (How to build your own Neural Network for a Document 
Pixel Labeling task) 

3.  Handling overlapping content in document images 
4.  A natural extension to OCR 
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Visualiza&on	of	Overlap	

Overlap 
correctly 
assigned 

Incorrectly 
assigned 
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Two-form cross-validation 



Two-form cross-validation 
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The Effect of Ground Truth* 
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Conclusions: 
 
 
 
 ●  Lines are more subjective 

●  Stamps transfer relatively poorly 

Average F-scores GT to preds 3 GTs 

Machine Print 0.813 0.888 

Handwriting 0.845 0.889 

Solid Lines 0.673 0.844 

Dotted Lines 0.824 0.753 

Stamps 0.244 0.933 

*Elisa H. Barney Smith. 2010. An analysis of binarization ground 
truthing. In Proceedings of the 9th IAPR International Workshop on 
Document Analysis Systems (DAS '10). ACM, New York, NY, USA, 
27-34. DOI=http://dx.doi.org/10.1145/1815330.1815334 

●  HW and MP transfer in the 80-90% range 

●  Needs more training data 
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What if I could tell you... 

Not	only	is	it	machine	print,	it’s	a	“9”	

57	



●  Network is truncated to allow coarser spatial prediction 

H 

W 

C 
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# classes = # of characters 

●  Threshold + Non-Maximal Suppression can be used to 
identify characters directly 

Modifica&on	for	character	predic&on	

NMS 
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Segmentation-free character recognizer 

59 

-  Semantic Segmentation is 
performed to produce character 
heatmaps 

 
-  Easy to ground-truth 

 
-  Without tuning, a shallow network 

is 95% accurate at regressing 
MNIST digits at arbitrary locations 



Segmentation-free character recognizer 
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Not constrained to words or lines in predetermined read order 
Eliminates the need for any a priori word, character, or line segmentation algorithm. 

Words, lines, and paragraphs can be 
recovered post-recognition 



Overview 
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2.  Neural Network Architectures for Page Segmentation 

a.  (How to build your own Neural Network for a Document 
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4.  A natural extension to OCR 
5.  Challenges and Frontiers 



Open challenges / Future Work 

-Network architecture search is still inefficient 

 (but maybe a small network can be good enough for some tasks?) 

-Pixel labeling is still not integrated with downstream tasks (OCR, Handwriting 
recognition, region pairing) 

-Fuse character recognition with other document processing tasks 



Semantic Segmentation 
web demo 

 

h4p://bit.ly/2tgbo2G	
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Future/Ongoing Work 
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Two-form cross-validation 
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Compare to Chen and Seuret’s  
77-96 f.w. IU on Parzival, Washington, 
and Saint Gall databases 
IU can be seen as symmetric precision & 
recall. 
It is bounded as pessimistic, score-wise, 
relative to Prec & Rec. In other words, it 
will always be lower than either of these. 
IU is a lower bound on Prec & Rec. 
 
But these are against arbitrary pixel-level 
ground truth 
TODO: Compare to HBA results 
 



Handling	Class	Overlap	
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Larger	Dataset	Crea&on	
Similar layouts 

Answers the question: 
How well do classes transfer 
to similar images? 
 

Different layouts 

Answers the question: 
How well do classes transfer 
across different layouts? 
 

Early 20th Century Death Records 

1800s-1900s Birth Certificates, Marriage Records, Wills, Census Records, etc.  



Results on Different form types 

70 



Results on Different form types 
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Valida,on	

4.	Dataset	size	analysis:	How	much	is	too	li4le?	

Performance Measures 

Precision 
 
 
Recall 
 
 
F-Score 
 
 
Accuracy 
 
 
Mean Accuracy 
 
 
Intersection Over 
Union 
 
Mean Intersection 
Over Union 

A B C 

X 
3.	Human-to-Human	vs.	
Machine-to-Human	

1. Similar Layouts 

2. Similar Contents 



How	to	get	crisp	upsampling? 		

Train	the	network	at	mul&ple	scales,	and	then	at	inference	&me…	
Inflate	the	resolu&on	of	the	image	you	are	predic&ng	on!		
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